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- Neural implicit surfaces methods extend NeRF and allow 
to obtain finer details and higher resolution 3D surfaces 
while training for image synthesis;

- Previous works show that depth regularization improves 
neural rendering and 3D reconstruction, but these rely on 
additional data, like SfM points.

Can the implicit surface representation guide the 
sampling of rays and points during training for 

accurate 3D reconstruction and rendering?

Probability-guided Sampling
- We combine two image sampling strategies:

(i) Sampling using the view-dependent PDF        :
- Conditional importance sampling in the 3-axis;
- Targets the surfaces in the scene.

(ii) Sampling uniformly on the image:
- Allows background rendering;

- Initial training stages focus on (i). Then, we increase 
samples of (ii), while keeping the same number sampled 
rays.

Interpolation
- We approximate        as the Riemann 

integral of all cells of          in   :
-      : 3D image space in red;
-         : Scene grid in the image      

space in blue;
-   : cell                in orange;
-                  is the depth of   .

View Dependency
- Since        does not account for occlusions, sampling a 

projection ray based on the object’s geometry alone can 
result in many occluded samples;

- The view-dependent probability        , where for        
considers the transmittance     along the depth     of        
and                :

Surface Reconstruction Losses
- In addition to the losses of each backbone, 
we include a surface loss for: 

(i) Points near the surface:         ;
(ii) Points within the empty ray space:           ; 
(iii) Points belonging to background rays:       ;

- The total surface loss is computed as:

Pipeline
1) Obtain the scene’s SDF        from the implicit surface as 
probabilities              ;
2) For each camera, we transform the scene’s probabilities 
to the proposed image space at every K iteration;
3) At each iteration, sample the image space:

- Each sample includes: image pixel and estimated depth;
- The sampled depth is used to regularize the model;
- The method is agnostic to the backbone. We used 

Neuralangelo1 and NeuS2 in our experiments.
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